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Figure 1: Using the EEVO tool for optimizing multiple-embedding network reconstruction. When searching for the best possible
settings, the user can dynamically adjust similarity score thresholds and the choice of voting scheme. The tool displays the current
performance of all possible ensembles as well as directive visual guidance to facilitate the search.

ABSTRACT

Embeddings are powerful tools for transforming complex and un-
structured data into numeric formats suitable for computational
analysis tasks. In this paper, we extend our previous work on using
multiple embeddings for text similarity calculations to the field of
networks. The embedding ensemble approach improves network re-
construction performance compared to single-embedding strategies.
Our visual analytics methodology is successful in handling both text
and network data, which demonstrates its generalizability beyond
its originally presented scope.

Keywords: Graph embedding, network embedding, similarity
calculations, visual analytics, visualization.

Index Terms: Human-centered computing—Visualization—Visu-
alization techniques; Computing methodologies—Machine learning;
1 INTRODUCTION

Embeddings are numeric vector representations of underlying data,
and they are normally produced in such a way that items which are
similar in the original data set (according to some domain-specific
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aspect) are embedded into vectors that lie close to each other in the
embedding space, with regard to some chosen distance metric. The
numeric vector format usually makes the embeddings more suitable
than the original data as input for computational analysis tasks such
as clustering, classification, and similarity calculations. For instance,
it is usually more straightforward to calculate a distance measure
with numeric vectors than by using the underlying (complex or
unstructured) data [2,11, 14, 15].

In this paper, we extend our previous work on optimizing multiple-
embedding similarity calculations for text data [22,23] to network
topology data. Hence we sustain our previous claim that the method-
ology is generalizable. The main contributions of this paper are:

1. An extension of our previous work showing that the methodol-
ogy can be generalized to any embeddable data type.

2. A detailed use case explaining how the methodology can be
applied to network data.

The manuscript is organized as follows: Section 2 provides a brief
overview of relevant related work, Section 3 outlines the compu-
tational approach, Section 4 presents the EEVO tool and network
reconstruction use case, and Section 5 summarizes the main conclu-
sions of the paper.

2 RELATED WORK

This section contains a short overview of the fields of network
embedding and ensemble methods. For a more detailed discussion
on related work and the general methodology used in this paper, we
refer to our previous work [23].
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Figure 2: The score distribution plots from three of the node embed-
dings of the citation network. From the pure distributions (left), we
can only observe that the embeddings distribute the scores differently
over the pairs, but when we add the score distribution chart for the GT
set (right; green/red for pairs with/without citation links, respectively)
it is revealed that the different algorithms are not equally successful
in separating the two subsets. Furthermore, we note that it is not
possible to find a threshold (for any of the algorithms) which yields a
perfect spilit.

2.1 Graph and Network Embeddings

Embedding calculations are not exclusive to textual data since they
can also be applied to various important tasks and applications
involving graph and network data. Technology for graph embedding,
also known as Representation Learning on Graphs [12], targets the
pure topological structure of the graph and ignores any attributed
data. The goal is to preserve as much as possible of the structure
information and important tasks are clustering, graph comparison,
and graph reconstruction. Depending on the application, the item(s)
to embed may be: (1) the whole graph, (2) subgraphs, (3) the nodes,
or (4) the edges [9, 10]. Furthermore, even dynamic aspects can
be taken into account for embedding purposes [18]. The field of
network embedding [26] (sometimes also referred to as Attribute
Enhanced Representation Learning [6]) is extending the field of
graph embedding since not only the graph topology is considered,
but also the attributed data.

2.2 Ensemble Methods

Ensemble methods are a well-studied and successful field of classifi-
cation optimization. The main goal is to find a combination (called
an ensemble) of several classifiers that provides better results than
any of the individual classifiers taken on its own [8, 19]. There are
a number of variants of this class of methods, such as bagging [3],
boosting [4], and stacking [24].

The existing work on ensemble methods for embeddings mainly
focuses on: (1) combining word embeddings from various models
and/or text different corpora [17,21], and (2) enhancing existing
word embeddings with specific domain knowledge [25]. The goal is
usually to create a new set of word embeddings that combines the
strengths of all contributing sets.

3 COMPUTATIONAL APPROACH

We use the same data set [13] as for our previous paper. It contains
information of articles published at the IEEE VIS conferences during
the period 1990-2018, but this time (instead of creating embeddings
from the abstract text of the publications), we create embedding
vectors from the topology of the citation network which is associated
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Figure 3: This figure shows the maximum Fj-scores for the individual
embeddings. The green bands in the scatterplot indicate the distri-
bution of the Fj-scores (the darker the green, the higher the score).
Since the higher scores are situated in the upper right corner, it is
easy to see that RandNE (represented as a violet dot) achieves the
highest score and that BoostNE (yellow dot) achieves the lowest. The
green coloring is reclined as higher scores are achieved to indicate
the current highscore border.

with the publications in our data set. This is done by embedding
the nodes of the citation network with five different neighbourhood-
based embedding algorithms: Node2Vec [10], RandNE [27], NetMF
[20], BoostNE [16], and Laplacian Eigenmaps [1]. The assumption
is therefore that the closer two pairs of nodes lie to each other in
the citation network, the higher the similarity score will be for the
corresponding embedding vectors (for each algorithm). Hence, we
are able to use the similarity score as an indicator of how likely it is
that a given node pair has a citation link between them. We follow
the same computational approach as in our previous work:

1. We calculate the pairwise cosine similarity scores of all node
pairs for each algorithm using node embedding vectors. This
results in 5 separate similarity scores per node pair, reflecting
the similarity between the nodes as seen by each individual
algorithm.

2. The user can interactively set threshold scores, one for each
algorithm, to classify node pairs into the categories similar
(scores > threshold) and dissimilar (scores < threshold). This
may result in some node pairs being classified as similar by
some embedding algorithms and dissimilar by others, or any
combination thereof.

3. We create ensembles by grouping embedding algorithms into
all possible combinations. As the order of embeddings is not
important, we have a total of 31 ensembles, each consisting
of a unique combination of 1 to 5 embedding algorithms (e.g.,
one ensemble will be Node2Vec/RandNE/NetMF and another
will be NetMF/BoostNE, etc.).

4. The user may interactively select a voting scheme to let the
participating embeddings “vote” for the combined ensemble
classification of each pair so that each algorithm provides
its own classification, and the voting scheme resolves any
disagreements. If a pair is classified as similar by an ensemble,
it is assumed that there is a citation link between the nodes.
Thus, for each unique combination of threshold scores and
voting scheme, the ensembles will yield 31 unique variants of
the network reconstruction.



5. To evaluate the performance of the ensembles, we compare
their network reconstruction to a ground truth (GT) set of all
the true citation links (approximately 13,000) in the network.
The performance metric used is the Fj-score, which is the
harmonic mean of precision (correctly suggested citation links
divided by total suggested citation links) and recall (correctly
suggested citation links divided by total true citation links).

6. The ensembles are ranked according to their performance,
and the user can search for the combination of embeddings
that yield the highest Fj-score, i.e., the best possible network
reconstruction.

4 UsEe CASE

In this section, we outline a use case of using EEVO for optimizing
embedding-based network reconstruction calculations. The men-
tal model of the use case task (i.e., network reconstruction) is the
following: (1) since the nodes of the citation network have been
embedded with neighborhood-aware embedding algorithms, (2) we
will assume that node pairs classified as similar have a direct citation
link, and that node pairs classified as dissimilar have no direct link,
(3) changing the similarity score thresholds, or the voting scheme,
will therefore yield a different reconstruction of the underlying cita-
tion network (since the set of pairs classified as similar will change),
and (4) since we know the true network topology we can continu-
ously compare to the GT set and eventually select the settings which
yielded the most correct reconstruction.

The EEVO tool is a web-based tool implemented using D3 [7]
and designed to help the user find the best-performing ensemble of
embeddings. The tool provides continuous and interactive visual
guidance [5] to simplify the search process. The key components of
the EEVO interface are:

The Embedding View Where the embedding score thresholds can
be set, and the corresponding classification statistics can be
assessed (see Figure 1, left side).

The Ensemble Performance View Where the voting scheme can
be selected, and the ensemble performance is displayed in a
scatterplot and in a high-score table (see Figure 1, right side).

Each embedding type (i.e., each embedding algorithm) is color-
coded with a unique color and the ensembles are represented by
circular multi-colored glyphs in the scatterplot and by multi-colored
rectangles in the high-score table. For instance, an ensemble made
from the combination of the blue, purple and pink embeddings will
have these three colors on its glyph and its rectangle. In the scat-
terplot, the glyphs are plotted with regards to the current precision
(y-axis) and recall (x-axis), which means that the higher F1-scores
are to be found in the upper right corner. As previously discussed,
we load five different embedding types (see Section 3) into EEVO.
We will therefore have a total of 25 — 1 = 31 possible ensemble com-
binations to evaluate (if counting single embeddings as ensembles
as well), and the tool continuously evaluates the performance of
all of them. The user may choose between three different voting
schemes: (1) Single — a pair is classified as similar if at least one
of the embeddings in the ensemble has classified it as similar, (2)
Majority — a pair is classified as similar if more than half of the
embeddings in the ensemble have classified it as similar, and (3)
Unanimous — all embeddings must classify the pair as similar.

Assess embedding interdependency. The analyst starts by assess-
ing the Embedding Score Distribution column of the visualization
(see Figure 1 left side and Figure 2). The pure score distributions
only reveal general information (see Figure 2, left), but when the
pairs of the GT set are highlighted more interesting conclusions can
be drawn (see Figure 2, right). The analyst can conclude that there

Figure 4: The graphical guidance support above the score thresh-
olds sliders is intended to show the effect of moving the threshold
setting one step to the left/right. The number of affected ensembles
is encoded by the bar height, and the potential effect is encoded by
direction and color: green and upwards for higher scores, red and
downwards for lower scores. As can be seen from this example, there
is currently no move that would be beneficial for all ensembles. The
star indicates that a new high-score can be obtained if the slider is
moved in this direction.

Figure 5: The guidance support in the high-score table is intended
to show which way a slider should be moved to benefit a specific
ensemble. Color encodes the embedding identity, and the arrow
direction encodes direction (i.e., left means lowering the threshold and
right means raising the threshold). As we can see from this example,
the different ensembles have different “opinions” on in which way the
sliders should be moved for both brown and orange embedding.

is a general, and encouraging, tendency for all the embeddings to
assign higher scores to the GT pairs with citation links than to the
ones without. Furthermore, he anticipates that variation between the
different embeddings could be possible to exploit for a well-chosen
ensemble configuration.

Assess one-by-one performance. To obtain a benchmark score
for the ensemble calculations the analyst first searches for the best
threshold setting for each individual embedding. By adjusting one
slider at a time (leaving the others at their initial values), he/she can
easily verify that the highest scoring single-embedding ensemble
is RandNE and that the worst performing one is BoostNE (see
Figure 3) By looking at the statistics cell of the high-score table, the
analyst can conclude that the optimal threshold score for RandNE
corresponds to a citation network reconstruction with a total of
almost 14,000 edges and that just above 8,000 of those are correct.
Furthermore, he/she can see that this reconstruction gives a Fj-score
of 0.608, which in other words is the best result that we can achieve
when using only one single embedding.

Assess ensemble performance. The analyst now focuses on trying
to find settings which yield a higher Fj-score than the benchmark
found in the previous step. As previously mentioned, to facilitate
the search EEVO continuously calculates and displays directive vi-
sual guidance which allows the analyst to assess the consequences
of decrementing or incrementing each score threshold by 0.01 Ag-
gregated guidance information is displayed as “information scent”
above each slider (see Figure 4), while ensemble-specific guidance
is displayed in the high-score table (see Figure 5). The intention of
the design is to augment the chances of finding optimal performing
ensembles by giving the analyst the possibility to combine his/her
own logical reasoning with the guidance.

The first choices to consider are which initial settings to use on
the sliders and what voting scheme to use. For both, the main options
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Figure 6: By comparing the visual impressions of using the voting schemes Single (left) and Majority (right), the analyst concludes that Majority
seems to hold a greater potential for success for the current slider positions. This decision (which might be wrong) is based on the fact that more
of the ensembles appear to be positioned within “striking distance” of the benchmark score, and that there seems to be consistent guidance for

several of the ensembles.

are: (1) a random setting, or (2) an educated guess. The analyst
chooses to set the slider positions to the values obtained from the
previous step to see if this could make for a suitable starting point
(i.e., each slider is positioned at the value which gives the highest
Fj-score for the corresponding embedding). By switching between
the different voting schemes and comparing the visual impression of
the scatterplots and the high-score tables, the analyst then concludes
that the voting scheme Majority seems to hold the most potential
(see Figure 6). By applying logical reasoning when following the
main directions of the guidance, the analyst can now easily find an
ensemble with a score of 0.621 (namely, RandNE + Node2Vec),
which corresponds to an improvement of +2% (which in turn could
roughly be translated to about 250 more correctly reconstructed
links in the network). To better understand the current results, the
analyst can, at any point, click on a statistics cell in the highscore
table to display the Similarity Assessment View (see Figure 7). In
this view, the true distance between the nodes can be assessed, and
a comparison of the abstract texts can be made. To facilitate the
assessment, common words are highlighted and article pairs which
have been correctly classified as having a citation link have green
background color.

However, the settings found above do not necessarily yield the
highest score that can be achieved. So, the analyst must now con-
tinue the search by trying other starting positions and/or different
search strategies. By using the tool in this way, we have been able
to find settings (for an ensemble consisting of three embeddings)
which achieve an improvement of +3% (compared to the best single
embedding), although this may be only a local optimum.

5 DISCUSSION AND CONCLUSIONS

In this paper, we have extended our previous work on using multiple
embeddings for similarity calculations, which mainly focused on
textual data. We provide a complementary use case for network
reconstruction to demonstrate that the same methods (and the same
VA tool) can be used for such fundamentally different data types as
textual data and network data. By this, we show that our method-
ology is generalizable well beyond its previously presented scope.
The main reason for this is the fact that our methods do not make
any assumptions on the underlying data type, but rather treat the
embeddings as generic vectors. This implies that they can be used
for any embeddable data type, provided that it can be embedded in

several different ways (which is usually possible by using different
algorithms or by feeding the same algorithm different portions of
the data). In turn, this means that the concept of combining several
different embeddings—in order to obtain higher quality—could be
used for many scenarios. We therefore claim that our methodology
generalizes to numerous different data types, and our hope is that
our contribution could be beneficial for many application areas.

Furthermore, we see the opportunity of combining the results of
the previously published text embedding use case and the current
network reconstruction use case in such a way that (1) the results
from the text similarity calculations could be used to enhance the
citation network reconstruction (e.g., by assuming that similar arti-
cles should have a citation link), or (2) the other way around (i.e.,
using the citation network proximity as a parameter for determining
the text similarity of the publications). Here, we want to point out
that combining text similarity calculations and citation analysis is
not a novelty per se but, to the best of our knowledge, doing so by
using multiple embeddings is a novel approach. More specifically,
one of the main benefits of the embedding approach is that it allows
for a homogeneous computational framework that do not depend
on the underlying data types (as compared to using, and combining,
data-type-dependent calculations). Furthermore, for textual data and
network data, embedding methods already achieve state-of-the art
results for similarity calculations, so methods for leveraging these
technologies could be of broad interest.
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